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Abstract

Introduction: Assessing safety is important to evaluating new medications. In many randomized clinical trials, assessment of safety relies on so-called on-treatment analysis, where data on adverse events are collected only while the participant is taking study medication and perhaps for a few (7, 14, or 30) days after stopping. This article discusses the consequence of such failure to use intent-to-treat analyses in assessing safety.

Methods: This article discusses two approaches to analysis of safety data: intention-to-treat and on-treatment analysis with reference to principles of the design of randomized clinical trial.

Results: On-treatment analysis violates randomization and is often not well defined. Moreover, because the typical on-treatment analysis ignores the reason participants in clinical trials stop treatment, on-treatment analyses can lead to biased estimates of risk. Examples show biases that can result from failure to count all adverse events. An example from a study of rofecoxib shows an on-treatment analysis that led to likely underestimation of harm; an example from a study of saxagliptin shows an on-treatment analysis that led to a likely overestimate of harms.

Conclusion: For major safety outcomes in long-term clinical trials, intention-to-treat analysis should be performed in the framework of benefit–risk evaluation. More generally, analyses of safety should be tailored to the specific question being asked with the specific study design under consideration. On-treatment analyses are subject to bias; however, the direction of that bias is not necessarily clear.
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Introduction

When a patient taking a drug experiences an adverse event, an important question is whether the drug actually caused the event. When such events occur during a randomized clinical trial, in the absence of direct biological evidence of causation, the question that the trial formally addresses is whether assignment to the drug caused the events. The formal analysis of causation should compare the treatment arms defined by assignment to the drug rather than by directly linking the individual event to the drug in question. Such an analysis uses an intention-to-treat approach, counting every event from the time of randomization to the end of the study and assigning all participants their randomized treatment. The conclusion is that the probability of the event in the treated arm is greater, or less, than the probability of the event in the control. To simplify the discussion, we consider randomized two arm trials comparing an experimental drug to placebo.

While clinical trialists as a group accept the principle of analysis by intent-to-treat for efficacy, many question the paradigm for safety: how can a drug have caused an event if the affected person never took the drug or is no longer taking it? The usual approach to safety employs “on-treatment” analyses, where “on-treatment” refers to what the participant is taking at a specific time. Rather than characterize the trial’s participants by their assigned drug, the typical analysis uses a “safety” population: those who received any amount of experimental drug are classified in the “drug” group; those who took only placebo are counted in the “placebo” group. To keep the argument simple, consider trials in which all participants receive the treatment to which they were randomized; no one receives any amount of product from the other arm. In such trials,
some participants fail to take their entire prescribed course of study medication. Some in each treatment group prematurely stop taking study medication; some experience adverse events after stopping study medication. Many trialists argue that, for safety analysis, an event occurring after the participant is no longer taking the experimental medication should not count against it. Rather, they argue that analysis should focus on events that occur while the participant is taking the study medication.

The definition of “on-treatment” may vary from study to study. Usually, the “on-treatment” period extends for several days after the participant has stopped taking study drug. Sometimes the period is five half-lives of the drug because, as the argument goes, how could what is essentially a homeopathic dose of a drug cause harm? In this article, we warn that such on-treatment analyses can sometimes dramatically underestimate or overestimate the harms of a drug. An example of underestimation comes from studies of rofecoxib while one of overestimation comes from saxagliptin; both are presented below.

Because efficacy analyses have traditionally respected randomization, intention-to-treat analysis is standard for assessing efficacy. Intention-to-treat analysis focuses on “effectiveness” (how a population will respond) rather than “efficacy,” which is driven by pharmacologic response. Researchers generally recognize that changes due to treatment can introduce a cascade of events even after participants stop study intervention. For example, in studies examining the effect of lowering low-density lipoprotein cholesterol, one counts all clinical events, even among participants who have stopped study intervention. The justification is twofold. First, this type of analysis respects the randomization. Second, short-term exposure to an intervention can lead to long-term effects. For example, in studies examining the effect of lowering low-density lipoprotein cholesterol, some in each treatment group prematurely stop taking study medication; some experience adverse events after stopping study medication. Many in each treatment group prematurely stop taking study medication; some experience adverse events after stopping study medication. Many trialists argue that, for safety analysis, an event occurring after the participant is no longer taking the experimental medication should not count against it. Rather, they argue that analysis should focus on events that occur while the participant is taking the study medication.

The definition of “on-treatment” may vary from study to study. Usually, the “on-treatment” period extends for several days after the participant has stopped taking study drug. Sometimes the period is five half-lives of the drug because, as the argument goes, how could what is essentially a homeopathic dose of a drug cause harm? In this article, we warn that such on-treatment analyses can sometimes dramatically underestimate or overestimate the harms of a drug. An example of underestimation comes from studies of rofecoxib while one of overestimation comes from saxagliptin; both are presented below.

Because efficacy analyses have traditionally respected randomization, intention-to-treat analysis is standard for assessing efficacy. Intention-to-treat analysis focuses on “effectiveness” (how a population will respond) rather than “efficacy,” which is driven by pharmacologic response. Researchers generally recognize that changes due to treatment can introduce a cascade of events even after participants stop study intervention. For example, in studies examining the effect of lowering low-density lipoprotein cholesterol, one counts all clinical events, even among participants who have stopped study intervention. The justification is twofold. First, this type of analysis respects the randomization. Second, short-term exposure to an intervention can lead to long-term effects. For example, in the Multiple Risk Factor Intervention Trial, the intervention arm did not show statistically significant evidence of benefit during the period of the study itself; however, long-term follow-up showed a convincing benefit of intervention, even though the dietary habits of the intervention and control groups had converged by the end of the 20 years after the trial was officially over.

Given our understanding of the potential role of intervention after participants stop taking experimental therapy, why ignore that lesson in safety analyses? Many short-term exposures lead to measurable long-term harm. Lung cancer in ex-smokers is an example of damage after the end of exposure; the rate of lung cancer in ex-smokers, long after the half-life of components in the smoke, is higher than in those who never smoked; we do not exonerate smoking as a causative agent because exposure has ended. An example more relevant to drugs is situations in which a drug causes a transient decrease in systemic blood pressure. This, occurring in patients with preexisting cerebral, coronary, or renal vascular disease, could result in ischemia, cell death, or increased inflammatory cytokines—the consequences of which might not become manifest for some time. Myocardial fibrosis as a consequence of myocardial inflammation and/or cell death, for instance, could be a focus for subsequent ventricular arrhythmias and/or sudden cardiac death.

These examples indicate how failure to count events after stopping study drug can underestimate harms; the Saxagliptin Assessment of Vascular Outcomes Recorded in Patients with Diabetes Mellitus-TIMI 53 (SAVOR-TIMI 53) trial below shows how undercount can overestimate the relative rate of harm in a study arm.

### Problems with on-treatment analyses of safety

We describe three problems with on-treatment analyses: the first is fundamental, and the other two are secondary.

#### Problem #1: violation of randomization

Randomization provides the basis for unbiased comparison between groups in randomized experiments. Assignment of treatment based on chance leads to the expectation that the experimental groups will be well balanced with respect to both measured and unmeasured variables. The larger the sample size, the more similar the actual groups are likely to be. The only differences expected between the groups are those induced by the experimental treatment. Randomization allows comparison of the risks and benefits of the intervention and control treatment over the period of the study.

Randomization, though necessary, is not sufficient for unbiased comparison. Randomization must go hand-in-hand with methods of analysis that are based on the randomized groups. The methods used should not themselves introduce bias. Ignoring data from randomized participants, when the ignored data are based on post-randomization observations, violates randomization inviting bias due to post-randomization confounding. On-treatment analysis is a prime example of ignoring these types of data because it removes follow-up time from the randomized groups as a function of post-randomization experience. Some well-known examples of this problem come from the Anturane Reinfarction Study, which showed the danger of excluding some events; a classic paper on the Coronary Drug Project, which demonstrated bias induced by analysis of treatment adherers; and the paper by Peduzzi et al. on coronary artery bypass surgery, which describes bias caused by on-treatment and as-treated approaches.
Consider an adverse event experienced by a participant randomized to active therapy who never received it. Of course, that active therapy could not have “caused” the event if “cause” is defined in an Aristotelian sense of efficient cause. Clinical trials, however, rarely can identify such efficient causes when the events, like myocardial infarctions and cancers, are not surprising in the population being studied; the best a trial can usually do is ask whether the event rate of interest differs between the treated and control groups. Such imbalance indicates causality. Distorting the randomized groups violates the fundamental principle that allows unbiased comparison of treatment to control. Such distortion can occur by removing some participants after randomization because they failed to comply with study procedures or by not counting some events during the protocol-defined follow-up time. Should the trialists decide to break randomization, they must recognize that they have converted their randomized trial into an observational study, which they must realize that they have converted their randomized groups. Correcting this problem by calculating rates of underestimation of the extent of harms in the active group. The Adenomatous Polyp Prevention on Vioxx (APPROVe) trial, which studied whether rofecoxib could prevent adenomatous polyps, provides an example. The report of the original analysis only counted cardiovascular events that occurred within 14 days of cessation of study medication. Further follow-up that counted later events increased the estimated relative risk of rofecoxib to placebo. Presumably, limiting the period of interest to 14 days failed to account for the delayed effect of increased cardiovascular risk caused by the drug. In this trial, the proportion of participants who stopped rofecoxib was higher than the proportion who stopped placebo; thus, the on-treatment analysis understated the adverse effect of rofecoxib.

Problem #2: being “on” or “off” treatment is not well defined

In the experimental group of studies comparing drug to placebo, it is clear when participants stop study drug. The definition of stopping placebo, however, is slippery because placebo introduces no additional pharmacological intervention. (Stopping placebo could, however, cause increased anxiety, leading to sympathetic activation which might have an adverse effect, including sudden cardiac death.) In blinded studies where the control is placebo on top of standard of care, the active group can go off-treatment, but the control group, by definition, cannot. This asymmetry can lead to longer follow-up time in the control group and, since safety is assessed by comparing the two groups, the comparison can lead to underestimation of the extent of harms in the active group. Correcting this problem by calculating rates of events (i.e. events divided by time) makes the often unwarranted assumption of constant hazard.

From the perspective of benefit–risk of an intervention, the evaluation of both benefits and risk should be performed within the same window of time.

Problem #3: it ignores the reasons for stopping study drug and it fails to count events that occurred after stopping

An important reason for intent-to-treat analysis of safety stems from the common observation that many participants of clinical trials who stop taking their prescribed study drug do so because of illness. Some experience a seemingly minor event that presages a major one. For example, they may have experienced fluid retention before they stopped blinded study medication; 3 weeks later, they are hospitalized for congestive heart failure. Analyses that count all serious adverse events, regardless of their timing, would capture these episodes of heart failure; however, analyses that include only the on-treatment period would ignore these episodes, thus introducing post-randomization confounding and potential bias.

Example of on-treatment analysis overestimating harm: the SAVOR-TIMI 53 trial in type 2 diabetes mellitus

In response to the Food and Drug Administration’s guidance describing requirements for new drugs for type 2 diabetes mellitus, many companies have conducted double-blind placebo controlled trials assessing the cardiovascular safety of drugs for type 2 diabetes mellitus. The endpoints are cardiovascular events. Most of these studies are event-driven with such long durations that many participants experience worsening of their type 2 diabetes mellitus during the trial. Consequently, to adhere to diabetes treatment guidelines, these participants modify their diabetes regimen. These cardiovascular outcomes trials compare the new drug against placebo, both on the background of “standard of care,” with protocolized “rescue” procedures specifying that, regardless of whether participants are on or off their randomized medication, those in both the new drug and placebo arms should receive needed additional medications to treat their diabetes. The protocols state that investigators should follow participants who withdraw from active treatment for collection of data on cardiovascular outcomes. In general, the studies have had low proportions (typically <3%) of loss to follow up.

These studies aim to show non-inferiority or, better yet, superiority to placebo with respect to cardiovascular outcomes. Some researchers have suggested using an on-treatment approach for the non-inferiority analysis and an intent-to-treat approach for testing superiority.
The literature is inconsistent regarding the proper population for analysis for non-inferiority trials. Geiger et al. discuss the choice in the context of cardiovascular outcome trials. We define two approaches:

An “intent-to-treat” approach, which counts all events until a participant is lost to follow up, withdraws consent for follow-up or the trial ends. For participants with no event, time on the trial is censored at the time of loss to follow up, time to withdrawal of consent, or when the trial ends. Such censoring is assumed non-informative (although loss to follow up and withdrawal of consent may not be truly non-informative).

An “on-treatment plus x days” approach counts events that occur while participants are taking study medication and a subsequent x-day period after discontinuation of medication. For participants with no event, time in the trial is censored x days after discontinuation of study medication.

Consider, for example, mortality assessed with an “on treatment plus 7 day” analysis. This excludes all deaths occurring 8 or more days after last dose of study drug. Many of these excluded events, if evaluated carefully, would turn out to have been the consequence of an adverse event that began while the participants were taking the randomized treatment. In a clinical trial, once a patient has experienced a life-threatening adverse event, the treating physician would likely stop all blinded study medication; however, an on-treatment analysis would inappropriately exclude those deaths, thus leading to an underestimated mortality rate. If the two arms had equal rates of stopping study medication for impending death, the mortality rates in both arms would be underestimated, but the relative rates might remain unchanged. Depending on the nature of the events excluded, the proportion of events excluded, and the imbalance of exclusions between study arms, an on-treatment approach may introduce unacceptable bias, either absolute or relative, in the evaluation of safety. What is worse, the direction of the bias is often not predictable which makes interpretation difficult.

In trials of type 2 diabetes mellitus, given the nature of the study design, in both the active treatment and placebo arms, patients are to receive “rescue” treatment for hyperglycemia while staying on treatment. If the experimental therapy in fact leads to glycemic control superior to that of the placebo, more participants will be “rescued” in the placebo arm. Our example, the SAVOR-TIMI 53 trial, compared saxagliptin to placebo with all participants treated also with standard of care in 16,500 type 2 diabetes mellitus patients aged 40 or above. Participants were randomized 1:1 to saxagliptin or placebo and followed for an average of 3 years. Eligibility required an HbA1c between 6.5% and 12%, and high cardiovascular risk.

The Food and Drug Administration’s review of the safety of saxagliptin cited a hazard ratio of 1.18 for the on-treated plus 30-day analysis and even higher hazard ratios for on-treated plus shorter periods (see Table 1), implying that saxagliptin led to increased mortality rates.

For each participant in the study, the years off-treatment are based on the duration of time while the participant was off-treatment; that time does not include any time before going off study drug. Looking only at the mortality rate for the placebo group classified by time on- and off-treatment, the data show a remarkably higher mortality rate for placebo participants who went off their placebo medication than for those who remained on it (see Figure 1(a)). Absent a belief that placebo is biologically protective, this graph is a demonstration, reminiscent of similar findings in the Coronary Drug Project, that adherers to placebo tend to have better outcomes than do non-adherers.

One likely explanation in this case is that non-adherence to placebo was a marker of having experienced a life-threatening adverse event; once such an event occurred, the participant was likely to stop randomized treatment and would have a higher mortality rate than those remaining on their randomized treatment during the same time period.

The figure shows that the off- and on-treatment curves for the two treatment groups are almost superimposable: in both groups, the mortality rate while participants are off their treatment is roughly five times higher than when they are on-treatment (Figure 1(b)). Going off placebo is not logically associated with a fivefold increase in the chance of death. The figure is indicative of the danger of estimating the event rate purely on the basis of on-treatment rates—in this case, the on-treatment rates underestimate the event rates experienced over the course of the trial.

### Table 1. SAVOR-TIMI 53 study: all-cause mortality using various definitions of “on-treatment.”

<table>
<thead>
<tr>
<th></th>
<th>Saxagliptin</th>
<th>Placebo</th>
<th>Hazard ratio (95.1% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 8240</td>
<td>N = 8173</td>
<td></td>
</tr>
<tr>
<td>All “on study” deaths</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths on-treatment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ 30 days</td>
<td>416 (5.1%)</td>
<td>376 (4.6%)</td>
<td>1.10 (0.96–1.27)</td>
</tr>
<tr>
<td>Deaths on-treatment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ 7 days</td>
<td>297 (3.6%)</td>
<td>248 (3.0%)</td>
<td>1.18 (0.99–1.39)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.23 (1.02–1.48)</td>
</tr>
</tbody>
</table>

CI: confidence interval.

*A 95.1% CI was used to address the fact that the study had interim analyses.

Source: Adapted from Food and Drug Administration meeting material for SAVOR-TIMI 53 advisory committee.20*
The data underlying these curves show a second type of bias, one that occurs in estimating the relative risk when the proportion of events excluded differs by treatment group. When one treatment is more effective than the other, more participants in the less effective group are likely to stop study medication. In the SAVOR TIMI 53 study, the group randomized to saxagliptin experienced glycemic control superior to that of those randomized to placebo. Therefore, more placebo than saxagliptin participants stopped study medication and started rescue treatment. Thus, the on-treated analyses excluded more deaths from the placebo group than from the saxagliptin group, leading to an overestimate of relative risk. An intention-to-treat approach for safety analysis is similar to what happens in the “real world.” A cardiovascular outcome study that compares randomized regimens serves as a bridge between data from a randomized clinical trial and the “real world.”

At the SAVOR TIMI 53 Food and Drug Administration advisory meeting, the authors of this article presented earlier versions of the figure. The members of the advisory panel discussed the issues related to mortality and agreed that the data led to a moderate concern about all-cause mortality but, they said, “the statistically significant findings were based on sensitivity analyses that censored deaths near treatment exposure and [they] were uncertain about the strength and validity of these sensitivity analyses.”22 The Food and Drug Administration included the intent-to-treat analysis results for all-cause mortality in the label for saxagliptin.23

Table 2, a hypothetical example, illustrates the potential bias, both for absolute and relative risk, from an on-treatment type of analysis.

---

**Figure 1.** Mortality rate in participants on- and off-assigned randomized treatment.  
(a) Mortality rate for participants randomized to placebo. (b) Mortality rate for participants randomized to saxagliptin superimposed on the rates in part (a). Each tick in the graphs represents the mortality rate per 100 patient-years corresponding to the midpoint of the period represented by the x-axis. The ticks above the “0–6” on the x-axis depict the mortality rate for the participants on- and off-treatment throughout 0 to 6 months. For example, a person who was on-treatment for 2 of those 6 months and off for 4 would contribute 2 months to the “on-treatment” and 4 months to the “off-treatment” graphs. In that 0–6 month period, a total of six events occurred to participants “off” placebo, 58 to those “on” placebo, 10 to those “off” saxagliptin, and 71 to those “on” saxagliptin. For each participant in the study, the years off-treatment are based on the duration of time while the participant was off-treatment; the times do not include any time before going off study drug.

Source: Adapted from Slide ST-26 and ST-27 used by AstraZeneca in Food and Drug Administration advisory meeting on the SAVOR-TIMI 53 study20 (AstraZeneca provided the authors with the denominators).

**Table 2.** Example of bias caused by on-treatment analysis.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Treatment</th>
<th>Placebo</th>
<th>Relative risk (treatment/placebo)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 100</td>
<td>N = 100</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who completed treatment</td>
<td>60</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Who discontinued treatment</td>
<td>40</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Whose first event occurred while on-treatment</td>
<td>15</td>
<td>10</td>
<td>1.5</td>
</tr>
<tr>
<td>Whose first event occurred while off-treatment</td>
<td>5</td>
<td>10</td>
<td>0.5</td>
</tr>
<tr>
<td>Overall proportion having at least one event</td>
<td>20/100 (20%)</td>
<td>20/100 (20%)</td>
<td>1.0</td>
</tr>
<tr>
<td>Proportion having at least one event while on-treatment</td>
<td>15/100 (15%)</td>
<td>10/100 (10%)</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Conclusion

We have argued thus far that on-treatment analyses are problematic because of their inherent biases; however, pure intent-to-treat analyses that capture all events from randomization to the end of the trial have limitations as well. Long trials with mortality or commonly occurring events (e.g., infections) as measures of harm may find no difference in the proportion of participants experiencing the event even when they find differences in time to event. Similarly, because some events do in fact occur in proximity to exposure, counting all events over time will tend to attenuate the adverse effects of treatment.

Evaluation of safety data should be tailored to the study design as well as to the objectives of the trial. The ultimate goal in a randomized trial should be to evaluate benefits and risks. “Short term” small randomized controlled studies are suitable for evaluating short-term effects of the product on both benefit and risk. The estimands (the statistics to be estimated) assess tolerability and short-term pharmacologically induced efficacy; data on adverse events unrelated to tolerability, however, are typically sparse. One evaluates benefit and tolerability in similar ways by using approaches that include all randomized subjects and employing data up to certain defined protocol-defined times. This framework of evaluating short-term benefits and risks is balanced. Short-term trials, however, rarely can identify the scope or frequency of adverse events that patients who remain on a drug long term would be likely to experience.

In long-term outcome studies, patients are randomized to one of two (or more) treatment regimens instead of to a specific rigidly define treatment. Such a study becomes vulnerable to post-randomization confounding and selection bias in the evaluation of both efficacy and safety. Evaluation of benefit focuses on effectiveness, for it is based on intention-to-treat analysis, which includes all efficacy data regardless of whether the patient is on- or off-treatment. Including the risk evaluation only “on-treatment” events (similar to what is done in a short-term study with full compliance) would lead to a mismatch of the estimands for benefit and risk. Importantly, excluding different periods of time for the treatment groups introduces selection bias into the evaluation of risk. The net result is an imbalance in the assessment of benefit and risk.

While we argue against routine on-treatment analysis, analyses should consider mechanism (even though often the assumed mechanism is incorrect or incomplete). For safety and tolerability events with a known mechanism of action associated with the drug, choice of analysis is relatively straightforward. For example, an on-treatment analysis can evaluate the frequency of nausea and vomiting associated with glucagon-like peptide-1 (GLP-1) receptor agonists. On the other hand, chronically used medication may have unknown harms caused by unknown, or poorly understood, mechanisms of action. Ignoring adverse events that occur post-treatment, especially within the framework of evaluating benefits and risks, may cause a mismatch between estimands and biased conclusions. As mentioned earlier, often the direction of the bias is unclear.

Because intention-to-treat analyses that include post-treatment data may introduce noise, thus attenuating signals of harms, we suggest methods as outlined in Table 3 along with a twofold strategy:

- An evaluation of safety in the context of an assessment of benefit and risk should use an intention-to-treat approach to match the approach used to evaluate efficacy.
- An intention-to-treat analysis that shows a signal of harm should prompt exploratory analyses to facilitate better understanding of the likely mechanism of the causal relationship of the product to the event.

Analyses of adverse events often are reported in long lists of proportions of participants experiencing a specific event. In exploring whether a drug causes a specific adverse experience, proportions are often insensitive to true effects, and biased removal of participants from denominators or biased removal of time of follow-up may overestimate or underestimate the product’s true risks. Even large clinical trials are often too small to produce precise estimates of rates of uncommon adverse events. Analyses of both safety and efficacy should be tailored to the specific question being asked; methods that address time-to-event rather than proportions are often useful so long as time is censored in an unbiased manner. Note that even for the events in Table 3 labeled “tolerability” and “known drug-induced adverse events” where we do recommend on-treatment types of analysis, one may need to include analyses of time off-treatment to explore whether the drug has lingering effects.
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<table>
<thead>
<tr>
<th>Type of event</th>
<th>Example</th>
<th>How to assess causality</th>
<th>Consequences to study design</th>
<th>Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerability</td>
<td>Nausea and vomiting with GLP-1 antagonists; Hand–foot syndrome with capectabine</td>
<td>Dechallenge–rechallenge or understanding of mechanism of action</td>
<td>No specific consequence</td>
<td>Capture data on these events carefully so as to be able to calculate the proportion of participants affected and, if relevant, the duration of event. Use on-treatment analysis (but consider including analyses of some time off-treatment to explore whether the drug has lingering effects)</td>
</tr>
<tr>
<td>Laboratory value</td>
<td>Increased potassium in use of spironolactone</td>
<td>Dechallenge–rechallenge or understanding of mechanism of action</td>
<td>Likely increase in patient discontinuations and reduced dose of study drug. May be increase in sudden death where cause of death is not identified in trial, consequently need for increased sample size</td>
<td>Capture data on these events carefully so as to be able to calculate the proportion of participants affected and, if relevant, the duration of event. Use intent-to-treat analysis</td>
</tr>
<tr>
<td>Known drug-induced adverse events</td>
<td>Anaphylaxis; Stevens–Johnson syndrome; acute liver toxicity</td>
<td>Assume the drug caused the event</td>
<td>No specific consequence</td>
<td></td>
</tr>
<tr>
<td>Rare event in population under study</td>
<td>Heart attacks in 20-year-old healthy women on high-dose experimental contraceptive</td>
<td>Assume the drug caused the event</td>
<td>Consider reducing dose</td>
<td></td>
</tr>
<tr>
<td>Event anticipated in the population under study</td>
<td>Heart attack or stroke in middle-aged or elderly participant, leukemia, infections</td>
<td>If the rate of event in the treatment group under study is convincingly higher than in the control, the treatment can be said to be causal; however, a specific event cannot usually be attributed to the drug</td>
<td>Protocol should specify the need for follow-up of each participant until the end of the trial. This will increase the cost of clinical trials but will allow more accurate assessment of risks</td>
<td>Use intention-to-treat analyses as described in the body of the text</td>
</tr>
</tbody>
</table>

GLP-1: glucagon-like peptide-1.
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